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Abstract. Inducing Bayesian network structure has been an active research topic since they were intro-
duced, especially when considering their causal interpretation. There have been several attempts at guiding 
the learning process by providing additional knowledge, usually supplied by experts. In the recent years, 
ontologies have gained popularity in terms of publishing domain knowledge in a formal, systematic and 
machine understandable way. In this paper we focus on how to use the knowledge present in publicly avail-
able ontologies to assist the construction of causal Bayesian networks, considering the robotics scenario. 
We consider the needed assumptions to make the process sound and discuss about performances. We will 
conclude that the integration of ontologies and Bayesian nets is valid and has many potential directions for 
future extension. 
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1 Introduction 

The popularity of Bayesian networks (BN) for representing uncertain knowledge, and 
the development of ontologies for storing machine readable and structured knowledge 
have made people to consider combined approaches of them. The main motivation for 
such integration is the high similarity of their underlying structures; this similarity al-
lows for knowledge to be transferred both ways, and thus two main roads have been 
considered. One tries to incorporate uncertainty into ontologies while the other wants 
to exploit knowledge present in ontologies to guide the construction of the Bayesian 
network structure. In this paper we explore the latter one.  

Interest in the causal interpretation of BNs is due to the stability of this relation; 
once we know there exist a causal relationship between two variables we know it to 
be an objective and physical constraint in the world. This comes at a price; in fact the 
task of finding and justifying such a relation has proven to be non-trivial, especially 
when the goal is to learn it from data. In that case, even under restrictive assumptions, 
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the process is driven by co variation and does not guarantee causality. On the other 
hand we can expect ontologies to comprise in themselves, among others, also causal 
knowledge. This is exactly the knowledge we want to exploit. We say “assist” be-
cause the approach is based around a standard structure learning algorithm which uses 
the ontology for tuning up its results. This approach leaves enough space for consider-
ing different interactions between the ontology and the structure learning algorithm.  

Today robotics is approaching more and more the problem of knowledge represen-
tation and reuse to improve the capabilities of robot learning and social interactions. 
While the robotics problems are still dominated by unpredictable interactions with the 
real world, the societal robot is expected to interact with people sharing their reason-
ing and beliefs. To manage real data Bayesian networks have been traditionally used 
in robotics, while to share knowledge with people and the World Wide Web ontolo-
gies are considered as a basis tool. Notably projects are under way to make ontologies 
a way to improve robot learning and sharing of robotic skills [28]. For instance, 
physical relevant concepts, as affordances, can be modelled by Bayesian Networks 
[4]. The next step can be causal reasoning,  

Going back to the tradition of action representations in AI, causality is implicit in 
all action representation in STRIPS-like formalisms. So causal reasoning can be the 
next step to make robots think more as humans 

2. Causality in Bayes networks  

Bayes networks (BN) were developed for prediction and abduction in artificial intelli-
gence. In these tasks it is necessary to find a coherent interpretation of incoming ob-
servations that is consistent with both the observations and the prior information. BN 
are directed acyclic graphs (DAG) composed of nodes that correspond to random 
variables (either discrete or continuous) [12] and directed edges between nodes that 
indicate a direct influence of the parent to the child node [23]. The set of nodes and 
the set of edges define the structure of the BN; it represents the conditional independ-
ence relationships that hold in the modelled domain. Along with the structure to fully 
specify a BN we need to know the probability distributions P(Xi|Parents(Xi)) for each 
random variable Xi,.to define the degree of influence in a quantitative way.  

When considering conditional independences, represented in the BN by means of 
directed edges, we are not interested in the edge directionality. The graphs X→Y and 
X←Y both imply the same set of conditional independencies. Therefore, more than 
one graph can imply exactly the same set of independencies even though their struc-
tures differ in the orientation of some edges. We call such graphs Markov equivalent 
and the set of all equivalent graphs is then an equivalence class [12], that can be 
uniquely represented by a partially directed acyclic graph (PDAG).  

A long tradition in philosophy has investigated the principles of causal understand-
ing. We understand causation to be a relation between events in which the presence of 
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some events causes the presence of others. We assume that causation is transitive, 
non-reflexive, and anti-symmetric. That is: 

1. if A is a cause of B and B is a cause of C, then A is also a cause of C,  
2. an event A cannot cause itself, and  
3. if A is a cause of B then B is not a cause of A. 

When we have two events of which one is the immediate cause of the other we say 
causation is direct. When there is a chain of causally connected events for which A is 
the immediate cause and C the immediate effect then A and C are said to be in an in-
direct causal relationship. In such a relationship once an event has happened it screens 
off the events that are its direct and indirect causes from its direct and indirect effects 
to which we refer as the causal Markov assumption. By means of causal relationships 
we can construct a causal network representing a causal process [23]. 

Under the causal Markov assumption we can interpret causal networks as causal 
Bayes networks (CBNs), since the causal network satisfies the Markov independen-
cies of the corresponding Bayesian network. The main difference between CBN and 
BN is a stricter interpretation of the meaning of edges as direct causal relationships, 
with parent nodes being causes and child nodes effects. Moving from a probabilistic 
model to a causal one we get a model that is much more informative. While the joint 
distribution tells us how probable events are and how probabilities with subsequent 
observations change, a causal model also tells us how these probabilities would 
change as a result of external interventions. By means of interventions it is possible to 
test whether variable X causally influences variable Y. To do so we compute the mar-
ginal distribution of Y under the action do(X=x), namely Px(y), for all values x of X 
and test whether that distribution is sensitive to x. This explains why causal relation-
ships are more “stable” than probabilistic ones; they are ontological, describing objec-
tive physical constraints in our world, whereas probabilistic relationships are epis-
temic, reflecting what we know about the world. However, it is well understood that 
the independence assumption carried by BN does not necessarily imply causation.  

2.1 Causal structure learning in Bayes nets 

Looking at the world as consisting of a collection of causal systems, each consisting 
of a set of observable causal variables, we can translate such systems into CBN. To 
learn such a network we observe causal systems on a set of trials [13, 23], collecting 
data to perform statistical analysis driven by co variation instead of causation.  

Learning causal relationships from raw data has been on philosophers' wish list 
since the 18th century. Human inference of causal relationships is taken to rely pri-
marily on universal cues such as spatiotemporal contingency or reliable co variation 
between effects and their causes as well as on domain-specific knowledge [20]. Ac-
cordingly, most theories of causation invoke an explicit requirement that a cause pre-
cedes its effect in time. Yet temporal information alone cannot distinguish genuine 
causation from spurious associations.  
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In order to learn the structure of a CBN from raw data we need assumptions. First 
we assume that causal networks can provide reasonable models of the domain. Then 
we assume that there are no latent or hidden variables that affect the observable vari-
ables (this assumption does not hold in all domains). Under these assumptions we as-
sume that one of the possible structures over the domain variables is the “true” causal 
network. However, from observations alone it is not possible to distinguish between 
causal networks that belong to the same equivalence class. In consequence different 
approaches have been developed: constraint-based learning, score-based learning, and 
Bayesian model averaging. 

Constraint-based learning methods view a BN as a representation of independen-
cies [8]. They test for conditional dependence in the data and then find an equivalence 
class of networks that best explain these dependencies and independencies. Con-
straint-based methods are quite intuitive; unfortunately they can be sensitive to fail-
ures in individual independence tests. In principle, we could use any linear test, but 
datasets in many domains have a high number of non-linear dependencies, making the 
use of this test inappropriate. The most commonly used tests are: Pearson’s chi-
squared test, Fisher’s Z test and mutual information [25]. 

Score-based methods, also known as search-based, view a BN as specifying a sta-
tistical model and then address learning as a model selection problem. They define a 
hypothesis space of potential models — the set of possible network structures — and 
a scoring function measures how well the model fits the observed data. The task is to 
find the highest-scoring network structure. The space of BNs is a combinatorial space, 
consisting of a super-exponential number of structures . Therefore the problem 
of finding the highest-scoring network is NP-hard, and we resort to heuristic search, 
either score based or search based.  

Finally, instead of attempting to learn a single structure the Bayesian model aver-
aging methods generate an ensemble of possible structures and try to average the pre-
diction of all possible structures [18]. 

2.2 Metrics used 

Score-based methods consider the whole structure at once; they are therefore less sen-
sitive to individual failures. They use one of the following metrics: 

Maximum likelihood - measures the strength of the dependencies between vari-
ables and their parents. The maximum likelihood network will exhibit a conditional 
independence only when that independence holds exactly in the empirical distribu-
tion. Due to statistical noise, exact independence almost never occurs, and therefore 
the maximum likelihood network will be a fully connected one [5, 18]. 

Bayesian information criterion (BIC) - The score exhibits a trade-off between fit 
to data and model complexity: the stronger the dependence of a variable on its par-
ents, the higher the score; the more complex the network, the lower the score [5, 24]. 
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Akaike information criterion (AIC) – to identify an optimum model in a class of 
competing models, it measures the lack-of-fit of the chosen model and the increased 
unreliability of the chosen model due to the increased number of model parameters. 
The best approximating model is the one which achieves the minimum AIC in the 
class of the competing models [5, 24]. 

Bayesian metric with Dirichlet priors and equivalence (BDe) – used wit dis-
crete data, evolved from the search for a network with the largest posterior probability 
given priors over network structures and parameters. It is based on the concept of sets 
of likelihood equivalent network structures, where all members in a set of equivalent 
network are given the same score [5, 26]. 

Bayesian metric with Gaussian priors and equivalence (BGe) – BDe counter-
part for continuous data [18]. 

Mutual information tests (MIT) - measures the degree of interaction between 
each variable and its parents. This measure is, however, penalized by a term related to 
the Pearson X2  test of independence. This term attempts to re-scale the mutual infor-
mation values in order to prevent them from systematically increasing with the num-
ber of variables [5]. 

2.3 Searching methods 

The rules of the searching process can be either local (atomic), such that only one 
edge is added, removed or changes directionality, or global when the structure can 
change substantially [22].  

The simplest is a greedy algorithm which at each step looks for the change in the 
structure with the best score. This procedure may get stuck in local minima/maxima, 
so more complex solutions, such as using a metaheuristic, have been proposed [14]. 
Unlike the score-based methods, which always return a BN or a set of them, the con-
straints-based methods return an equivalence class as a single PDAG or a set of BN. 
The learning process operates in two steps: firstly the algorithm looks for (in) depend-
encies and outputs the network skeleton1, then it tries to orient as many edges as pos-
sible [1, 2, 3, 7, 18, 19, 23, 25]. The most commonly used algorithms are:  

IC (Inductive Causation) – it starts with a graph containing all the nodes and no 
edges, and for each pair of variables X and Y searches for a subset of conditionally 
independent nodes SXY . If no such subset exists it adds an undirected edge between X 
and Y. Once the undirected graph has been constructed it orients the edges. First it 
looks for all nonadjacent pairs of variables X and Y that have a common neighbour Z 
and checks if SXY contains Z. If not, it orients the edges to get the V-structure 
X→Z←Y. It ends after orienting as many undirected edges as possible such that any 
alternative orientation would yield a new V-structure or a directed cycle [23, 25]. 

                                                           
1 skeleton = graph with the same nodes and edges, but all edges being undirected. 
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SGS (Spirtes, Glymour and Scheines) – same as IC except it starts with a fully 
connected graph and proceeds by removing edge by edge [23, 25]. 

PC (Peter and Clark) – it starts with a fully connected graph and continues with a 
systematic search for the sets SXY . First it starts with SXY of cardinality zero, then 
cardinality 1, and so on; meanwhile edges are removed from a complete graph as soon 
as separation is found. This refinement enjoys polynomial time complexity in graphs 
of finite degree because, at every stage, the search for a separating set can be limited 
to nodes adjacent to the two taken into consideration for independence [23, 25]. 

TPDA (Three Phase Dependency Analysis) –the algorithm has three phases. In the 
first phase the algorithm computes mutual information of each pair of nodes as a 
measure of closeness, and creates a draft as a connected graph. In the second phase, 
adds edges to the current graph when the pairs of nodes cannot be separated using a 
group of CI tests. The result of the second phase contains all the edges of the underly-
ing dependency model given that the underlying model is monotone DAG-faithful2. In 
the third phase, each edge is examined using a group of CI tests and it will be re-
moved if the two nodes of the edge are conditionally independent. The result contains 
exactly the same edges as those in the underlying model when the model is monotone 
DAG-faithful [6]. This procedure may not be able to orient all the edges.  

RAI (Recursive autonomy Identification ) - starting from a complete undirected 
graph and proceeding from low to high cardinality of separation sets, the RAI algo-
rithm performs the following operations: test of CI between nodes, removal of edges 
related to independences, edge direction according to orientation rules (as in IC), and 
graph decomposition into autonomous sub-structures. RAI is recursively applied to 
each sub-structure, while increasing the order of CI testing [27]. 

3 Causal relationships in ontologies 

Over the last years ontologies have emerged as a way to provide a structured repre-
sentation of knowledge in various domains. They represent also the basis for deduc-
tive reasoning [10, 11, 16, 17, 21]. The purpose of ontological representations is to 
capture concepts in a given domain in order to provide a shared common understand-
ing of this domain, enabling interoperability, knowledge reuse, and reasoning through 
inference. They are deterministic in nature, consisting of concepts and facts about a 
domain and their relationships. 

The challenging question is how ontologies can be used in learning BN structures. 
The question does not have a single answer. We argue that bringing additional knowl-
edge could be useful to guide the structure learning process. We know that causality 
cannot be inferred from data alone, thus we will seek help from the additional infor-
mation about variables and their relationship as present in ontology.  
                                                           

2 The mutual information between a pair of variables is a monotonic function of 
the number of active paths between those variables. 
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Except for “is a”, which is implied from the subclass statements, relationships in 
ontologies are user defined and domain specific. Relationships that we are interested 
in are those that could imply some kind of causal relationship between the ontology 
terms, and which could be translated into directed edges of a BN. See an example of 
action ontology in Figure 1. 

 

Figure 1 –An OWL ontology extending the KnowRob ontology 3. 

The predefined “is_a” relationships, or subclass relationship, follows from the 
class subsumption statements Subclass⊆Superclass. This relation is reflexive, anti-
symmetric and transitive; and is not a causal one. The user-defined “LeadsTo” rela-
tion is irreflexive, asymmetric and intransitive; the properties we want for a causal re-
lationship. Therefore, when the ontology states that an action has an outcome it means 
that the outcome is a consequence of (it is caused by) the action.  

                                                           
3 http://www.knowrob.org/knowrob 
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In the above discussion we argued that a relationship can be regarded as causal. 
But in the ontology the relationships are not defined for each two terms for which the 
relationship holds but only for their most specific ancestors. If their connection is not 
explicitly stated it can be easily inferred using chain rules... 

3.1 Reasoning in ontologies 

In order to infer if some relationship holds between two terms, either directly or indi-
rectly, we need to perform reasoning over the ontology by means of an inference en-
gine usually referred to as the reasoner. Reasoning is needed because knowledge in 
an ontology might not be explicit and a reasoner is required to deduce implicit knowl-
edge. We would need a reasoner to find out if there exists a causal relationship be-
tween terms. Unfortunately, the available reasoners do not provide built-in methods 
for performing such inference; therefore, we need to think of a procedure that relies 
on the available functionalities, mainly subclass and superclass retrieval. 

Now let us introduce another class expression, the qualified existential restriction, 
indicated as ∃ relation.class. It is a class denoting the set of all objects of the universe 
that are in relation “relation” with the objects from “class” For example, ∃ paren-
tOf.Female is the set of all objects that have female children. 

Now we can specify the steps of the process for inferring the presence of a (causal) 
relationship between two terms that we refer to as Cause and Effect. 

1. Find the superclasses of Effect. 
2. Find all the classes that have a causal relation to the classes retrieved in 

step 1. 
3. Find if the set of the classes retrieved in steps 2 contains Cause. 
4. If it does there exists a causal relationship between Cause and Effect. 

In steps 1 and 2 we find all the classes that are (causally) related to the Effect class 
or any of its ancestors since if a class is related to an ancestor the relation also influ-
ences that class which is just a more specific instance of the ancestor. If the Cause 
class is among the classes that are causally related to the Effect or some of its ances-
tors we can infer that there exists a causal relationship between the two.  

It might be tempting to consider taking into account subsets of the Effect class or 
subsets/supersets of the Cause class, but such inferences are not sound. In case of 
subsets of the Effect class, a cause that causally influences a subset of the descendants 
this relation does not tell us anything about its relation to the Effect class. Each de-
scendant has additional information which might be the reason for the presence of the 
causal relation. Even if all the descendants would be causally related to the Cause it 
would not be enough to justify the existence of the relation for the Effect class be-
cause there might be other subclasses not yet present in the ontology. The same rea-
soning can be used when considering subclasses of the Cause class.  
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On the other hand, if we consider including the superclasses of the Cause class 
when looking for relations to the Effect class, two problems arise. The first is that a 
class is causally related to its own ancestor; such a relation is a tautological statement. 
A general rule would be to disregard relationships that are “too high” in the hierarchy. 
But it is not possible neither to state how high is too high nor to know during reason-
ing where the terms reside since the ontologies are represented as DAG without order-
ing of terms. The other problem is more sever. Let us consider four classes X, Y, W, 
Z, where Y and Z are subclasses of X and W respectively; moreover X and Y have re-
lation “relation” on W and Z. If we were to infer a causal relationship between Y and 
any sibling of Z by looking at both the causal relations of Y and X, considering the 
superclasses of Y we would find it because of the relation between X and W. But such 
a conclusion is wrong because we know that Y causally influences only Z while the 
conclusion drawn would be that it is causally related not only to Z’s ancestors but also 
to all its siblings.  

4 Combined approaches 

Combining knowledge from ontologies and Bayes networks is done in [15] using a 
manually constructed ontology which gets translated into a BN. The ontology is used 
to make it easier for experts to model the domain knowledge. [10] continued to devise 
an algorithm in the telecommunications domain. Later, an extension of the OWL lan-
guage was proposed by [11] in order to incorporate probabilistic knowledge to allow 
probabilistic reasoning over the constructed BN. 

In the medical domain [17] proposed a semi-automatic algorithm which extracted 
nodes from an ontology and let the expert draw the causal relationships between 
them. For the same domain [29] proposed another way for incorporating uncertainty 
in ontologies; their approach had the both the goal to add uncertainties in an ontology 
and to allow for the probability distribution to be updated by adding new data.  

[16] dealt with the translation of the ontology into Objective Oriented BN 
(OOBN). The advantage of OOBN is that nodes can be assigned properties and be 
represented in a hierarchy making them more similar to ontologies than regular BNs. 
It is straightforward to see that by means of the hierarchy it is possible to translate the 
ontologies’ “is_a” relationship into the OOBN. 

[21] used the knowledge and functionalities present in both models to transfer 
knowledge both directions. First they use the knowledge in the ontology to constrain 
the possible BN structures and guide the learning process. Then the BN structure is 
used to update the ontology structure by adding newly found causal relationships. 
They impose the following constraints: each causal graph node must be modelled by a 
corresponding concept in the domain ontology, and the causal relations have to be de-
fined between all elements of the ontology for which it holds. These constraints do 
not allow using existing ontologies but require designing the needed ones.  
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5 Conclusions and future research 

Knowledge represented in the ontology can be used at different stages: 

‐ before using the BN structure construction  algorithm in order to find connec-
tions to lower the number of possible structures, 

‐ after using the algorithm but before assigning edge orientation,  
‐ after producing a PDAG structure, to infer the orientation of undirected edges, 
‐ for checking the correctness of the orientation of the directed edges.  

The complexity, both space and time, seems to be quite a challenge when dealing 
with experimental data, that can require hundred or thousand of nodes in the BN. Just 
fully connecting a graph proves to be a challenge. We consider here just the complex-
ity of the steps in the algorithm, ignoring the complexity of the reasoners [9].  

We have done a complexity analysis of the PC algorithm, on a graph with n nodes 
and k maximal degree of any node. In the worst case in each iteration no edge will be 
removed. Therefore in the i-th iteration we have to check separation sets of cardinality 

i and for each of the n*(n-1) pairs of variables there are  candidate separation 
sets, which for a total of 

     (1) 
independency tests (such worst case is highly unlikely ). The complexity is polyno-
mial, namely O(nk+1).. 

For each independency test, using the Fisher’s Z test in the recursive formula, the 
number of arithmetic operations is exponential; however the complexity can be re-
duced caching the results, at the cost of increasing space complexity. In experimental 
trials we made on various ontologies and data, we have been able to deal with datasets 
of 6000 variables in less than 2 minutes. For comparison most of the publicly avail-
able constraint-based structure learning algorithms struggle with the subset of the 
same dataset having around 100 variables. The ideas we tried will be the basis of a 
new method under development. 

Also the complexity of the inference by means of the ontology can be formalized. 
Let m be the maximum number of ontology terms mapped to any variable. Then for u 
undirected edges we have to make 

2*u*m2 *3        (2) 

calls to the reasoner. “2u” is because we need to check both orientations, the third fac-
tor is the number of pairs to be sought for a causal relationship, and the last is the 
number of calls to the reasoner for retrieving superclasses and related terms. Even 
though the number of calls to the reasoner is quite low, the reasoning process is time 
consuming for big ontologies. It may take hours.  

We can conclude that integrating ontologies and BN does provide a valid approach 
for the problem of CBN structure learning. The knowledge transferred from the on-
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tology can be regarded as reflecting the true world, which provides the needed guar-
antee for interpreting the resulting BN as a causal one.  

We have also found critical issues. The time required for inferring relations in the 
ontology is too high for practical applications. Open directions for future work are so 
optimizing the step for inferring the edge orientation, finding the base structure learn-
ing algorithm with best performance, or considering different types of BN. Also, the 
mapping of the ontology terms to variables might have to be performed manually for 
most of the domains. A next step will be using publicly available domain knowledge 
in form of ontologies to assist the learning process, as in the indicated RoboEarth. A 
matching dataset is also available. 
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